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ABSTRACT

The flow of data from their sources in space to their
ultimate users on the ground is discussed with regard to three
advanced manned missions:

1. Mars Flyby.
2. Earth Orbital-Earth Resources and Meteorology.
3. Earth Orbital-Astronomy.

Estimates are made of the types, rates, and total
quantities of data generated during each of these missions. The
subsequent spaceborne routing, storage, and processing of this
data are treated individually. Examples of possible spaceborne
data flows are given in the form of overall flow diagrams.

A brief discussion of space-to-ground communications
is followed by a description of how data are presently handled
(in Apollo) once they are received on the ground. Factors which
must be considered for future ground systems (e.g., data rates
volume, and location of experimenters) are presented. An
example 1s given of a possible organization for a future
ground-based data flow.

The memorandum concludes with a summary (pages 33-35)
of the results of an analysis of these areas and the identifica-

tion of some of the more significant problems facing future data
management.
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I. INTRODUCTION

Earth orbital space stations and planetary flybys are
among the manned missions being considered for the period be-

yond the Apocllo and Apollo Applications Programs.<l) Missions
such as these will generate data at much higher rates than
Apollo missions, and will produce orders or magnitude more data
in total. This report is a preliminary attempt to define some
of the problems and tradeoffs involved in coping with these
vastly increased data loads, both in space and on the ground.

The report considers the overall flow of data from
generation through processing and on to delivery to users or
storage. (The term data is used in its broad sense - pictures,
voice, samples, digital and analog signals, etc.) The space-
borne portion of the data flow is discussed in Section 1ITI.
Included are preliminary flow diagrams for: the spaceborne
portions of an earth orbital mission which emphasizes meteoro-
logy and earth resources experiments; an earth orbital mission
which emphasizes astronomy experiments; and a Mars flyby mis-
sion. Section IIT discusses communications between space and
ground. Section IV considers the flow of data on the ground,
and includes diagrams representing a possible ground data flow
for the above missions.

IT. FLOW OF DATA IN SPACE

A. Definitions

One may think of a spaceborne data flow as consisting
of five basic functions:
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Data Generation

Data Routing

Data Storage Data Management
. Data Processing and Control

U w

Data Communications

For the purpose of this paper these functions shall be defined
as follows:

Data Generation is the production (birth) of data by
spaceborne sources such as the crew, spacecraft systems, and
experiments. Data Routing 1s the cholce of paths by which data
move from their generation to their use on board, or to thelr
physical or transmitted exit from the spacecraft. A similar
definition applies to data recelved by the spacecraft from ex-
ternal sources. Data Storage is self-explanatory, except that
it is considered to include the type of short-term storage
called buffering. Data Processing and Control is the condition-
ing of data, and any analysis, response, or transformations to
their information content. Data Communlicatlons is the process
of transferring data between spacecraft and earth. It also
includes transfers between remote systems of the spacecraft
(such as probes) and the spacecraft or earth.

Figure 1 shows the relationship of the functlons.
Figure 2 shows how these functions are physically distributed
(at a gross level). Note that the "routing" function 1s impli-
cit in the physical layout of the black boxes.

B. Data Generation

The spaceborne sources which generate data include:
the experiments, systems, and crew on board the manned space-
craft (8/C); the experiments and systems on board probes
(unmanned S/C) released from the manned S/C; and the experil-
ments and systems on board S/C sent up from earth in support of
manned S/C (e.g., communication satellites or logistics

.
Y
vehicles).

In the Geminl and Apollo missions the bulk of data
generated in space (in terms of equivalent bits#¥) is photogra-
phic: pictures and movies of crew and vehicle operations, and

#Tn various places in this report it 1s necessary to com-
pare qguantities of unlike data, i.e., digital signals, analog
signals, and photographs. The comparisons are carried out by
conceptually converting all data to electrical binary digits
(bits).
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of the earth and moon. The large number of bits in these pic-
turesposes little problem because the missions are relatively
short (one day to two weeks) and the pictures may be physically
returned at the end of a mission. The bulk of the remaining
data generated is TV and spacecraft systems data. The systems
data 1s transmitted over a 51.2 Kb/s telemetry channel. The TV
is of relatively low quality¥* (500 KHz baseband) and is trans-
mitted over a 3.5 MHz RF channel.

In advanced manned missions, the vast bulk of gener-
ated data will also be photographic, mostly from experiments
requiring high resolution photographs of the Earth, Sun,
planets, or other celestial bodies. However, unlike the mis-
sions through Apollo, it will not be reasonable to walt the
entire mission duration (one to five years) for the return of
all pictures. One must therefore plan on sending back at least
a selected group of the pictures, if not in real time, then
within days or weeks after they are taken. For this reason one
must be concerned with the number of bits per picture, the rate
at which pictures are taken, and the total number of pictures.

The number of bits in a single picture can vary from

2 X 106 (a single frame of commercial TV) to 5 x 109 (the equi-
valent of a high resolution Lunar Orbiter picture) to approxi-

mately 1011 (a 6" x 6" picture with 300 lines/mm taken through a
4o" telescope on a Mars flyby mission). The photographic
repetition rate and the total number of pictures to be taken
are determined by a combination of: requirements from experi-
menters; experiment hardware constraints, such as a camera
system's maximum repetition rate; mission constraints, such as
the ground track, mission duration, available man-hours, and
attitude control fuel available for holding and pointing; data
storage capacities; and data transmission capabilities. Inter-
national diplomacy may also dictate constraints, such as
allowable photographlic coverage of forelgn territory.

A constraint which should be considered but often
isn't 1is the ability to process all of the data being collected.
A prominent astronomer** recently remarked that although putting
a telescope above the earth's atmosphere gives 1t the abllity to
collect a thousand-fold more data, there aren't a thousand-fold
more astronomers avallable to process 1t. While this 1s an
extreme oversimplification in this computer age, the point is
still noteworthy.

¥U.S. commercial TV baseband is 4.25 MHz.

¥*W. G. Tifft. See Reference 2,




BELLCOMM, INC. -4 -

The above factors make it difficult to estimate data
rates and total data collected in pictures even to within
orders of magnitude. With these reservations in mind, one

estimate(3) for a Mars flyby mission gives approximately 101”
total bits for a mission of about 680 days. The average data
generation rate for about 540 days after planetary encounter is
approximately 2 Mb/s. Peak data generation rates can be as

high as 5 x 10lO bits/sec.® An estimate for an earth orbital
remote sensing and meteorology mission is detailed in Table 6.

The estimated total of approximately 1015 bits 1s sensitive to

the assumptions made. A similar range, 3 x lO13 - 8 x 101Ll
bits, can be estimated (from the information given 1n Table 7)
for an earth orbital astronomy mission. Average data genera-
tion rates, assuming one year missions, are 20-30 Mb/s - about
the rate of compacted and digitized commercial quality TV.
Peak rates will be no greater than the peak rate for the flyby
mission.

Non-photographic data from experiments will be small
compared to the above numbers for both types of advanced mis-
sions. Peak generation rates, listed in Table 6 and shown on
Figure 6, will be on the order of 50 - 100 Kb/s, with average
rates at least an order of magnlitude lower.

S/C systems data is estimated to peak at 50 - 100
Kb/s during periods of simultaneous confidence testing of all
systems.**¥ Average system monitoring rates should be much
lower, in the 5 - 10 Kb/s range.

Standard crew status measurements (as opposed to bio-
logical and behavioral experiments) can produce as much as 20
Kb/s per crew member if high quality respiration, blood pres-
sure, EKG, and EEG measurements are taken simultaneously.##¥
However, these measurements would be taken for only a short (5
minute) period each day, if that often, and probably for one
man at a time. If comfortable or wireless body sensors are
used there could also be continuous monitoring of body para-
meters at lower sampling rates. Crew status data will probably

*One 1011 blt picture every two seconds at planetary en-

counter,

*¥See Appendix B for the derivation of these estimates.
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average less than 1 Kb/s per man. The crew will also sporadic-
ally generate voice data at a rate of 30 Kb/s per man.#*

In a somewhat special category is TV, since it cuts
across the boundaries of experiments, systems, and crew. It 1is
envisioned that an earth orbital mission would have the on-
board capablility to transmit and recelve TV of good but less
than commercial quality (approximately 20 Mb/s).¥* The down-
link TV would be used for the purposes of: showing live
experiment and mission operations to mission controllers,
experimenters, and the public; monitoring the crew and space-
craft; and quick looks at pilctures. Uplink TV would be used
primarily for entertalnment and morale purposes. Both links,
however, need only be used sporadically. Other data sent
sporadically from earth will include commands, voice, parame-
ters for guidance and navigation (G&N), and new (or modified)
computer programs.

Unmanned probes released from the spacecraft on a Mars
flyby mission may transmit data back to the spacecraft at rates
ranging from several Kb/s to several Mb/s. Probes which remain
in operation after the spacecraft passes from the vicinity of
Mars wlll transmit directly to earth at rates of up to several

Kb/s(3).

Unmanned satellites or resupply vehicles which may
support earth orbital missions would generate small amounts of
status data. Manned support spacecraft such as crew transfer
vehicles may generate less than 50 Kb/s, TV excepted. The
various data generation rates discussed in this section are
summarized in Table 1.

C. Data Routing

1. General Comments

Data routing 1is more closely identified with the over-
all data flow plan than with any given plece of hardware. As
such, it will be influenced by a varlety of system tradeoffs and
constraints. These constralnts come from the need to achieve an
effective systems design while satisfying the particular re-
gquirements of different data-source/data-user combinations. For
example, it 1is necessary to allocate limited space-to-ground
transmission facilities to competing data sources. This in turn

¥Assumes 3KHz baseband x 2 samples/sec. x 5 bits/sample = 30
Kb/s.

¥*¥See Section IITI, Communications.
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forces tradeoffs among quantity of data transmitted, quality of
data transmitted, and time delays in reaching users. Additional
constraints come from imposing interface controls among the
various elements in the data flow, in order to achieve a modular
design adaptable to varying inter- and intra-mission require-~
ments.

Figure 3 shows a generic data flow for data generated
in space. Data 1s routed from a given sensor to three destina-
tions ~-- the earth, an on-board display station, and an on-board
control element. Figure 4 shows a flow for incoming data
received from the ground. For any given source, several or many
of the links shown in these figures may not be applicable. Note
also that several alternative routings may be applicable to a
given source and that the routing of data from a given source
may change during a mission as 1ts users' requirements change.
For example, a stream of experimental data may be sent to earth
in near-real time until the experimenter 1s convinced that his
experiment 1s working properly. The rest of the experiment data
may then be stored for transmission at a later and more conven-
ient time.

Before considering the routing alternatives for dif-
ferent types of data, it is useful to make a division of data
by "response time", 1.e., the maximum delay which can be toler-
ated between the time a datum is generated to the time it must
be received by a user (such as a principal investigator,
mission controller, or astronaut) in order for him to initiate
a timely response.

Class I data will be those data which requlire real or
near-real time responses, say, seconds or minutes.*
Examples might be data needed by an expert on the ground
to control an experiment or closely monitor a hazardous
situation. Pictures sent to give the public a "live" view
of some space activity would also be in this category.

Class II ®ata will cover the middle ground between Classes
I and ITI. It will refer to data which must be processed
during the mission but neither 1n near-real time nor very
long after collection, 1l.e., data requiring a response 1in
the hours to weeks range. An example of Class II data
would be experiment data which must be processed in time to
influence later experiment trials in the same mission.

An important subclass within Class IT consists of those
data which, though not of real time urgency, cannot be
physically transported to thelr users within theilr required

¥Note that on a Mars flyby mission the one-way communication time
to Earth may range up to thirty minutes. Some Class I data might
therefore have to be processed on board the spacecraft.
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response times. These data will have to be transmitted,
and may be a factor in sizing communications systems and
measuring thelr cost-effectiveness.

Class ITI data will be those data which do not require
analysis for long periods of time, say months or years.
An example would be data collected from an experiment
whose analysis is of long term scientific interest rather

than necessary for mission operations or planning in the
immediate future.

Naturally, everyone wants his data as soon as possi-
ble. These class distineétions are needed only when all data
cannot be quickly returned for economic or technical reasons.

2. Data Routing Alternatives

Experiments Data-Photographic - As noted in Sub-
section A, the largest amount of experiment data will be col-
lected in photographic form. Photographic data collection has
many advantages, not the least of which 1s highly efficient
storage of large quantities of data. 'The major alternatives
for getting these compact but very large quantities of data
down to earth are:

Manned recovery of hard copy - exposed film is accumulated
and returned to earth with crew members at mission comple-
tion or with returning crew-transfer or logistics vehicles.

Unmanned recovery of hard copy - exposed film is accumu-
lated and de-orbited in an unmanned data delivery system
(small reentry capsules) at a rate governed by the rate of
data generation, the availability of delivery vehlcles,
and the time criticality of the data. This method is
feasible only for low earth orbital missions.

High quality, facsimile-like transmission - selected por-
tions of processed fllm are electronically scanned. The
encoded information 1s transmlitted to earth and decoded to
produce a high fldelity replica. The trade-offs in this
process are between total transmission time and bandwidth,
and between fidelity of the reproduced image and the time-
bandwidth product.

TV quality transmission - many experiment requlrements may
be satisfied by TV-quality picture transmission, given

that the origlinal data i1s eventually recovered. This alter-
native 1is attractive when good quality down-link TV is
required for other purposes as well.
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Other tradeoffs assoclated with picture data trans-
mission involve the use of data compression techniques. In
many cases 1t may be possible to take advantage of the char-
acteristics of the human visual channel and compress the infor-
mation content of picture data to match the observer. For some
experiments, however, the information loss resulting from com-
pression may not be tolerable. (Data compression 1is treated
further in Sub-section F.)

The various alternatives for recovery of picture data
are summarized by the example in Table 2. It 1s clear that the
various schemes are in many respects complementary; it is thus
not unreasonable to expect some mix to be included in any given
mission. Thils 1s particularly true when one considers the
likely time responses needed for picture data: a few Class I
photos for public interest, scientific examination, and for
checkout of photographic equipment; a sizable sample of all
photos (1/10 - 1/4) Class II data; the rest Class III.

Experiments Data -~ Non-Photographic - The control and
response tlme requirements of each experiment will largely de-
termine whether the data are routed to on-board storage and
processor elements or directly to the ground. Class I data,
by definition, requires real time routing to ground or space
processors. The data management system must provide sufficlent
capacity to handle this flow. Class II and Class III data can
be buffered and transmitted as a fraction (< 20%) of the high
capacity link needed for transmission of picture data. Alter-
natively, the link can be time-shared by the non-photographic
data which are stored and then dumped periodically at high
rates for short intervals.

Data from Remote Experiments - Data routing alterna-
tives for remote experiments, such as those on planetary probes
launched from a flyby mission S/C, include direct transmission
to earth or the use of the manned S/C or unmanned satellites as
relays. The latter option introduces the possibillity of having
a multiple data source (multiplexed) input to the on-board data
system. It may be required to demultiplex this data stream to
route data from different sources in different manners. Simi-
lar considerations apply to systems data from remote probes and
unmanned satellites. Remote experliments which collect photo-
graphic data require either high capacity channels, long trans-
mission times, or film retrieval by EVA,.

Spacecraft Systems Data - Systems data, particularly
those which affect crew safety and mission success, must be
routed to on-board and/or ground checkout stations (processors).
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Some of the data will require real or near-real time process
ing. Having an on-board automated checkout system will cause
a much greater percentage of the data to be routed through on-
board processors than is presently done.

Some systems data will be needed for the interpreta-
tion of experiment data. For example, cabin temperature,
pressures, and g-forces will be needed for biomedical experi-
ments, the trajectory and attitude of the spacecraft for many
others. This 1s nothing new -- 1t just means taking care to
route this data to experimenters on the ground along with tim-
ing information. It also means ensuring that the necessary
systems data is not accldentally discarded because it is no
longer interesting for flight operations.

Class I experiments may require some systems data to
be transmitted and routed as Class I which would not ordinarily
be treated as such for flight operations. Again, this should
create no serious problems as long as operational and experi-
mental personnel communicate effectively during mission plan-
ning and real time operations.

Crew Data - Crew and operations data which are not
handled as elther experiments or S/C systems data will be
satisfied by volce communications, either in real time or
stored and subsequently forwarded. For certaln experiments,
crew observations will be significant. Means must be provided
for routing them on the ground along with prime experiment
data.

D. Data Storage

As shown in Figures 3 and 4, data storage elements
are used at many points in the routing of data from sources to
users. There are four major functional storage requirements
and a variety of media to meet them.

1. Requirements

Photography and Imaging - Ultra-violet, visible,
infra-red and microwave regions of the spectrum will be utilized
to record very large amounts of data on film. Observations of
Mars and the Sun during a manned Mars flyby mission are expected
to produce several hundred 1lbs. of plctures. Photographic ex-
periments from an orbiting research laboratory may require 2,000%
lbs. of film in a year for observations of the United States. An

¥See Table 6 for a breakdown of this number.
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orbiting astronomical observatory may use 1 - 10%¥ 1lbs. of film
dally. These estimates do not take into account the possibility
that motion pictures may prove desirable.

Storage of these quantities of film will require a
temperature-controlled facility similar to a large refrigerator,
perhaps with some radiation shielding. Film would be stored in
continuous rolls, except for cartridges of individual negatives
and glass plates needed for special applications. With the
possible exception of film selected for quick return to earth
via unmanned capsules, the film would be developed and kept on
board until the S/C returns to earth or is resupplied.

Non-Photographic Data - Normally, continuous recording
will be required for buffering and storage of systems and crew
data. Occasional confidence testing of all systems will require
this storage system to be designed to absorb relatively high
(about 100 Kb/s) input rates, though rates will ordinarily be an
order of magnitude lower. A combination of continuous and in-
cremental recording will satisfy the experimental data require-
ments. Special (non-common) storage may be needed for particular
Instruments or instrument groups.

Transmitted Data - Storage will be requlred for some
up- and some down-link transmissions. Considering up-1inks, the
Mars flyby S/C would record data recelved from its probes prior
to relaying the data to earth. Command and control up-data
(perhaps containing new or revised computer programs) would
require moderate to high speed (> 100 Kb/s) buffer storage in
the S/C. Multiple, high speed telemetry transmissions from
these probes will require high input rate (3 - 30 Mb/s) large

capacity (lO11il bits) buffer storage at the S/C. Certain TV

transmissions from earth might be recorded for any of several
factors. For example, all astronauts concerned may not be
available at a given transmission. Alternatively, transmission
time may be longer than viewing time because of some mission
bandwidth constraint or because of time-sharing a channel with
other spacecraft. Recording of TV would require video band-
width recorders. For the Mars flyby misslon these recorders
could be the same as those used for probe data.

Considering the down-link to earth, non-plcture data
generated on board the spacecraft and data being forwarded from
probes will require temporary storage for some period after
transmission, until their correct reception is verified. (Pic-
ture data can simply be rescanned -- no electromagnetic storage
is needed.) Additionally, critical operational data giving the

*¥A rough estimate derived from Table 7, assuming the use
of 35 mm. film and the film density given in Appendix A.
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immediate previous history of the S/C's total performance must
be saved for post-mortem transmission in the event of a disas-~
ter, if thls data 1s not continually transmitted.

Digital Computer Needs - The digital computer system
used aboard elther a Mars or an earth orbital spacecraft will
have requirements for: (1) internal high speed erasable stor-
age, (2) internal high speed non-erasable storage, and (3)
moderate to high speed peripheral bulk storage. The first and
second types are required for executing computer programs for
operational and general data processing functions, and may be on
the order of 5 - 10 times that available in the Apollo Guidance
Computer. The third type of storage will be required for the
storage of less frequently used programs,(e.g., diagnostics,
crew training and simulations, special experiments), tables
(mathematical and perhaps ephemeris), and lists (alphanumeric).
Estimates for this and other bulk storage requirements are
given in Table 3.

2. Potential Media

Film (ultra-violet, visible, and infra-red) has no
serious competitor for storing pictures, although the dielectric
tape camera may prove useful for special moderate resolution
applications.

Excellent hlgh speed erasable and non-erasable memory
systems exist now and will undoubtedly continue to be improved.
Hence, requirements for these could readily be met through to-
day's magnetlc core technology.

Storage media potentially available for bulk data
storage are listed in Table 4, along with some of theilr techni-
cal characteristics, (capacity, input rate, continuous input
capacity, etc.). These characteristics can be used to deter-
mine which media meet the requirements of Table 3. The results
of such a screening are shown in Table 5. Having identified
the media with the necessary capabllity, one can then rank them
according to reliability, cost, weight, volume and other fea-
tures, with whatever emphasis 1is most appropriate to the
mission.

Although the data in Tables 3-5 1s preliminary and
subject to change, the principal conclusion one can draw at
this time 1is that tape recorders (video, digital, etec.) curren-
tly available or being developed could handle anticipated bulk
and transmitted data storage requirements satisfactorily, al-
though increased reliabllity in airborne magnetic tape systems
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appears mandatory. Other promising media (laser/plastic tape;
electron beam/film) on the horizon should not be overlooked,

however, since their bulk potential and data transfer rates are
rather phenomenal.

E. Data Processing and Control

The processing of on-board data may be thought of as
consisting of "lower" and "higher" order tasks. The lower
order tasks include the usual things such as signal condition-
ing, multiplexing, and formatting. They prepare data for
subsequent steps in the data flow. The higher order tasks 1in-
clude the reduction of data to information and the analysis of
this Information by men and machines. These tasks may lead to
decision-making and control actions.

Technological advances and the increased complexity
of advanced missions will lead to the use of more higher order
processing than on Apollo and Apollo Applications missions.

In addition to present day functilons such as guidance, naviga-
tion, and attitude control, the on-board data processing and
control system will allow: (1) monitoring, confidence testing,
and diagnostic testing of spacecraft systems and experiments;
(2) inflight crew training with simulations; (3) control of and
data management for experiments; (4) integrated, computer-
driven displays for flight and experiment operations; (5) guld-
ance and navigation of unmanned probes launched from the mother
craft and (6) data compression. Functions 1-5 were described

(4),

more fully in a previous memorandum ; function 6, data com-
pression, is discussed in Sub-section F. It should be noted
that all of these functions will have man in the loop as over-
seer, analyst, decision-maker and/or controller.

Both the higher and lower orders of processing will
have to be highly flexible to cope with the changing demands of
experiments spread over the entire spectrum of science. Experi-
mental requirements will change from mission to mission. They
will change during the planning stages of a mission, and right
down to late pre-launch activities. They will change in flight,
as the mission moves through various phases (Mars flyby: 1ift-
off, assembly and checkout, en route, encounter, post-encounter,
etc.) and as early data are obtained and analyzed. On long
duration earth orbital missions portions of the experimental

equipment may even be wholly replaced by others brought up from
earth,

The need for a high degree of flexibility has a direct
bearing on the matter of how centralized or decentralized the
spaceborne processing and control functlons should be. Both
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approaches provide certain features of flexibility (and also
reliability) and these differ appreciably. Centralization
generally implies great flexibility in the software, little in
the hardware. Decentralization generally tends toward the
opposite. The proper balance has not been easily identified
in the past, if one judges from experience with computers in

aircraft.(S) The question of centralization vs. decentraliza-
tion deserves much more attention than it has received in the
literature thus far.

F. Data Compression

1. Manual

One of the strongest cases for the presence of man on
advanced, scientifically oriented space missions is his ability
to generalize, and adapt to the unexpected. Even with the
rapid growth of computer technology, it will be a long time be-
fore automata approach the power of man with respect to high
level information processing. In considering the role of data
compression in the overall data management system, the impor-
tance and significance of man should therefore be emphasized,
and the system designed to exploit his capabillities. The scope
of man's data compression activities can range from the rela-
tively simple task of information selection (e.g., which
pictures or parts of pictures should be transmitted to earth)
to the complex processes of interpreting and generalizing on
experimental results, and communicating such information to
earth-based investigators.

However, the use of man as information processor and
data compressor will not come without costs or constraints. To
function at a high level he must have good displays, easy access
to experimental and auxiliary data, and the ability to process
data with the computer system. The man can be saturated, too,
even with a task such as selecting pictures for transmission.

For example, it is estimated(6) that scanning one of the Lunar
Orbiter's high resolution pilctures for new or unusual features
takes a trained observer five to thirty minutes. The earth

orbital mission (earth resources and meteorology) discussed in
Sub-section G is estimated to produce the "equivalent"¥* of 550

¥Assuming lO15 bits of photographic output from the Earth
Resources and Meteorology Earth Orbital Mission, the number of

"equivalent" pictures, i.e., those with 5 x lO9 bits (about the
content of a Lunar Orbiter high resolution picture) is
15
10

5 x 107
the average number of equivalent pictures per day is

5
2—'0725—10‘ = 550 pictures per day.

= 2.0 x 105 pictures. If the mission took one year,
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Lunar Orbiter pictures per day. Assuming five minutes as the
observer time per plcture and referring to Figure 5, it would
take about 45 man-hours per day or about sixty-five percent of
the working man-hours available from a nine man crew working
eight hours per day! It can be inferred from these numbers
that we cannot place all of the data reduction burden on the
astronauts.

2. Automated

In the conventional sense, data compression opera-

tions may be classified(7) as either entropy reducing (ER),
accompanied by an irreversible loss of information, or infor-
mation preserving (IP), requiring a priori knowledge of the
statistics of the data source. Common examples of ER trans-
formations occur in speech and picture data compression, where
the requirements of the human receiver can be exploited to
reduce information transmission rates while maintaining accept-
able fidelity. Analog signal conditioning operations (such as
the use of a low pass filter prior to sampling) provide addi-
tional examples of ER transformations. IP (also called exact
coding) transformations have received much attention as infor-
mation theory has developed. 1In picture processing applications,
such IP techniques as run length coding, delta modulation,
predictive coding, etc. have been used to reduce bandwidth re-
quirements. All such schemes seek to exploit the natural
statistical constraints of the picture data. Compression ratios

(8)

in the range 2-5 have been achieved.

There are several immediate problems assoclated with
applying either ER or IP data compression technigues to advanced
scientific space missions. The use of an ER transformation on
an experimental data source, particularly where the experiment
or its environment are novel, implies the risk of losing signi-
ficant information not originally anticipated. With IP trans-
formations, the amount of compression depends on the a priori
knowledge of the source statistics. In a mission designed to
survey the surface of Mars or Venus, for example, such know-
ledge is quite limited.

Some experiments, however, may provide data for which
it is appropriate to consider compression techniques. For
example, stellar star surveys and spectrum analyses should pro-
duce results similar to their earth-based counterparts. The
major problem in compressing the data from such sources lies in
adapting the data transformation procedure to the particular
requirements of each source-user combination and in meeting
changing requirements as experiments are modified over the
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course of the mission. One alternative worth considering for
this task i1s the use of an on-board programmable computer which
can alter compression operations by programmed commands.

The importance of picture data suggests that in some
instances it will be useful to consider a simple form of ER
compression, such as rough sampling and quantization, or low
resolution TV scanning. This might suffice for quick-loocks on
the ground, gilven that the original data 1s eventually re-
covered,

In general, data compression 1s more naturally suited
to spacecraft systems data than to experiment data. Systems
data sources will be less variable and handling requirements
better specified. 1In addition, since on-board monitoring of
systems data 1s anticipated, ground requirements may be relaxed
to considering only critical items together with highly reduced
summaries of the bulk of systems data. Adaptive systems are
potential candidates for multiplexing systems data since a low
data rate is generally indicative of proper operation. By
adjusting sampling rates to source activity, an adaptive system
can serve a number of sources at a reduced overall transmission
rate, given that the probability of different sources belng
highly active concurrently 1s low.

Unfortunately, the well known sources -- i.e., space-
craft systems -- will generate only a small part of the data
stream. The design constraints on communications systems will
determine whether or not "a little" compression is worthwhile.
It may be easier to increase bandwidth slightly than to bother
compressing only a fraction of the data. More research is
needed for techniques applicable to the bulk of the data stream,
that 1s, photographic data.

But just as important and too neglected is the need
for better statistiecs and understanding of how photographic
data are used, what resolutions are needed and exactly what
steps and time periods experimenters take in analyzing a photo-
graph. In addition to improving the application of formal
compression techniques this information by itselfl could probably
help reduce the number of bits collected and transmitted. For
example, reducing a resolution estimate from increased under-
standing by a factor of 2 will reduce the number of bilts trans-
mitted by a factor of 4. Examining a map-making process may
allow reduction of the transmission rate to match the usage of
that process.

To sum up, formal data compression is still a doubtful
starter for advanced manned missions.
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G. Data Flow Example - Earth Resources and Meteorology Orbital

Mission

We shall consider here a possible spaceborne flow
which uses a hypothetical earth orbital mission as an example.
The mission is based upon ideas already generated either by

NASA or by NASA-directed studies.(9s10511) 1t i5 selected pri-
marily as being generic and i1s not meant to be taken as a
recommendation for a specific mission.

The mission utilizes a manned earth orbital space
station as a means to accomplish the following objectives:
prove out remote sensing instrumentation, to develop remote
sensing techniques, and to supply new and important sclentific
information to government agencies concerned with earth scien-
ces, earth resources, and meteorology. The principal area of
earth investigation 1s assumed to be the U.S.A. and its adja-
cent waters. Among the 1initilal assumptions were the following:

to

50° orbital inclination; 200 NM flexible mission
duration, 6-18 months; and crew

Usling as a foundation
cipal sensor package 1s assumed

altitude;
size of 6-9.

the IBM-ORL study,‘?) the prin-
to consist of four groups of

equlipment: a photographic sensor group, an infra-red sensor
group; a microwave sensor group; and a visible light sensor
group. Certain ancillary equipments are also assumed. The
instruments groups are listed in Table 6. As shown, experiments
typlcally involve several sensors taken from among the four
groups mentioned. There 1is a very high degree of common sensor
usage among the various experiments. Thils does not imply that
targeting objectives are necessarily common; 1in the majority of
cases they are not. Experiments are assumed to be performed at
opportune times in the mission when targeting objectives coin-
cide with the S/C's ground track. As an initial goal, each
experlment 1is assumed to be performed independently of the others,
though occasionally both instrumentation and targeting may have
broad areas of overlap.

The earth areas of interest coincide with the S/C's
ground track for portions of roughly 6 orbits per day. To
provide a basis for picture calculations, an average ground track
of 1,000 miles per experiment trial was assumed, giving a primary
sensor usage time per experiment trial in the 3-5 minute range.

Table 6 also summarizes data generation estimates for
the mission. Data or film rates are shown associated wilith each
sensor. Number of experiments trials, data rates, film usage
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rates, total 1lbs. of film per experiment, the associated bits
for these pictures, and total photographic bits are listed
beneath each experiment column. The assumptions used in gene-
rating these numbers are given in Appendix A. The principal
items to be noted in Table 6 are that the estimated film weight
for the nominal mission is approximately 2,000 lbs, and the
estimated information generated by performing all experiments

the desired number of trials 1s approximately 1015 bits. Con-
sidered over a one year time span, the average data generation
rate is approximately 28 Mb/s. Photographic data utterly swamps
all other dafta in these estimates.

A diagram of a spaceborne data flow for this mission
is shown on Figure 6. Except for the experiment sensors, the
boxes generally represent functions rather than hardware. Some
of these functions such as data routing and processing, or
checkout and control, may ultimately be distributed rather than
centralized as they are shown. The tradeoffs must awalt fur-
ther definitions of the mission.

The data rates associated with arrows to and from
boxes on Figure 6 are the peak rates possible, not representa-
tive average rates. The numbers shown, particularly the film
usage rates, have been rounded off and so do not correspond
precisely to those of Table 6.

H. Data Flow Example - Orbital Astronomy Mission

The second data flow example assumes a manned earth
orbital mission designed to support a broad astronomy program
as outlined in Reference 9. Basic mission characteristics in-
clude: 1low orbital inclination; 200 NM altitude; mission dura-
tion from 2-5 years; and crew size of 6-9. The assumed comple-
ment of astronomical instruments, taken from the NASA Space

Station study,(l2) are listed in Table 7. The goals of the
astronomy program require observation throughout the electro-
magnetic spectrum from the x- and gamma-ray region to the radio
region. The instrument group considered covers this spectral
rangce and is taken as a representative set. The data rates and
daily data volumes presented 1n Table 7 are estimates of what
typical experiments (supported by the various i1nstruments)
might produce. No attempt has been made to allocate crew or
instrument time to detailed observational goals at this prelim-
ary stage. A rough activity breakdown, based on ground

observatory experience(z) indicates a gross work load division
as follows: spectroscopy - 50%; photometry - 35%; and photo-
graphy ~ 15%; this has been tacitly assumed to be valid for the
space observatory. Further mission assumptions are discussed
in Appendix C.
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The bulk of the data generated by an astronomy mission
will be recorded on photographic media. Assuming that film
supply is not a limiting factor, and taking an upper bound
(assuming all instruments are operated concurrently), the mis-

12 pits/day,

equivalent to about 1015 bits/year or an average of about 30
Mb/s. The bulk of this data results from solar observations,
where light availability and acqulsition are not limiting fac-
tors. The data rates and volumes are very sensitive to both
the observational durations and equivalent bit content assumed
for pictures and spectra. As these in turn willl be directly
dependent on factors not considered in detall, such as the
optical characteristics of the instruments, film characteris-
tics, detailed experiment requirements, etc., 1t 1s clear they
are significant only to within a few orders of magnitude.

sion could generate up to approximately 3 x 10

The potential significance of solar observations on
data loads can be appreciated by considering that solar patrol
photography with 3-6 exposures of the entire disk per minute,
for long durations, 1is of scientific value. In additlon, such
phenomena as spots, flares, and prominences exhibit time
fluctuations which may warrant even more raplid exposure rates.
As an example, consider taking the equivalent of a high reso-

lution picture (1010 blts) of the solar disk every 2 seconds
for 12 hours daily. This results in a dally volume of about

2 X lOlLl bits, or about 20,000 pictures. For such experimenta-

tion, data handling considerations (logistics, transmission,
crew work load, etc.), not instrument characteristics, are
constraining.

At the level considered, the data flow diagram for
the previous mission (Figure 6) 1s generally applicable to the
astronomy mission with a change in prime sensors, and hence 1s
not repeated. An exception would occur if the astronomy
mission required the use of detached modules such as a
tethered telescope for example. Assuming the availlability of
a hardwire data connection this would not be a significant
perturbation toc the data flow diagram at the level being con-
sidered here, though EVA would probably then be needed for film
retrieval.

I. Data Flow Example - Mars Flyby Mission

The third data flow example 1is based upon the Mars
flyby mission described in Reference 3. The gross data flow
to Earth at the time of planetary encounter is shown in Figure
7. The most novel feature is the profusion of probes released
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from the spacecraft near encounter. Initially, the probes
transmit directly to the manned spacecraft. Options include
landed probe-to-orbiter-to-manned module communications and
orbiter-to-landed probe to manned module. Several days after
encounter the landed probes and the orbiter commence broad-
casting directly to Earth. The data rates shown in Figure 7
were taken from References 3 and 13 and are the maximum

(or range of) rates expected near encounter.

The data flow within the manned module might resemble
to a large extent that within the earth orbital spacecraft of
Sub-sections G and H. Some of the major differences would be:

1. Receilvers for probe data. Data rates from various
probes may vary over four orders of magnitude.

2. Two blg spacecraft antennas, to be able to receive
and transmit to probes and Earth simultaneously--
also for redundancy.

3. At various times during encounter there may be more
than one probe transmitting (or at least capable of
transmitting) to the manned module. The reception
of more than one signal simultaneously, using time
or frequency division multiplexing, may be needed
to maximize data return.

4, The onboard communications system will have to
compensate for the increasing distance from Earth
as the mission progresses. Thls may be done by
decreasing the bandwidth and transmission rate in
a series of steps.

5. Transmission will be to one of three fixed
Deep Space Network (DSN) sites.

ITI. COMMUNICATIONS

There are two types of missions described in
Section II: 1) the planetary, or deep space misslons, and
2) the low altitude orbital, or near-earth mission. Both
are characterized by the collection of very large quanti-
fies of data which must be transmitted or delivered to the
ground and then distributed to various users.
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Generally, one would attempt to maximize both the
transmission rates and the total number of bits transmitted
from these missions. This would allow early return of infor-
mation and minimize losses in case of a catastrophe. The
attempt to optimize rates and quantities is constrained, how-
ever, by factors such as economics and reliability. The need
to hold delays in routing data (to ground users) down to
tolerable 1limits will place a lower bound on the transmission
rates. Further, the choice of a particular communications
system will be determined largely by the strategy chosen for
handling picture data, since they comprise over 90% of the
total data from both types of misslons.

For the Mars flyby mission, one would llke to send
back real time TV pictures of Mars at the time of planetary
encounter. Thils must be slightly compromised. Studies within
Bellcomm have shown that it would be feasible to have a 1 Mb/s
downlink avallable at encounter.* Transmission of several
commercial-quality TV pictures per minute or one high resoclution
picture (taken through a 40" telescope) per day would be avail-
able for more than 90% of the mission, allowing at least half
and possibly all of the data to be transmitted to earth before
the 3/C reenters. Up-link capacity would be at least as large
as the downlink capacity, and probably larger.

Transmisslions from such a planetary mission would be
made directly to one of three DSN sites. Continuous communica-
tions would be possible about 90% of the time, the exception
being periods when the sun lies between spacecraft and earth,
or when the spacecraft passes behind a planet. If more than
100 Kb/s are to be forwarded in real time, this will require
the use of communication satellites as ground-air-ground
relays. Satellite relays will probably prove desirable
for lower real time rates as well. The bulk of all data
would be stored at the DSN facility and physically forwarded
at a later time.

For near-earth missions, some fraction of the picture
data (those in Classes I or II) must be returned to earth be-
fore the end of the mission. As discussed in Sub-section II-C,
this may be achleved by telemetry, physical return by manned or

¥See Ref. 14. It shows that lO6 bits/sec at encounter can

be achieved using a 20-30 ft antenna on board the spacecraft,
363-145 watts transmitted output power, and a 210 foot DSN
antenna on earth.
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unmanned spacecraft, or some combination thereof. It would also
be desirable to be able to transmit commercial-quality TV at
sporadic intervals, both up to and down from the S/C.

As a first approximation, the conslderations above
may be translated into a requlrement for a downlink capacity in
the range of 1-20 Mb/s. The lower end of the range would permit
transmission of several commercial-quality TV pictures per min-
ute. About 5% of the data from a year-long earth resources
misslon could be returned by telemetry, assumlng a continuous
transmission capability. The 20 Mb/s end of the range would
allow real time, almost commercial-quality TV and the transmis-
sion of nearly all data collected on that mission, again assum-
ing continuous transmission. However, to achieve continuous
transmission from S/C to ground required either a large number
of receiving statlons spread over the globe (neither economically
nor politically feasible), a large number of low-to-medium orbit
communication satellites (also probably uneconomical) or three
synchronous tracking communications satellites. Reference 15
shows that, assuming moderate state-of-the-art advances by the
mid-70's,¥ a synchronous tracking satellite for relaying 20 Mb/s
from spacecraft to satellite to ground would be feasible; a
comparable up-1link 1s also feaslble. This system could permit
all data to be relayed directly to a central receiving station,
perhaps the mission control center (MCC). The problem of rout-
ing real time data might then be eliminated 1f all data is to be

processed in that one location. If not -- a more likely
assumption -- further routing could be by land-lines or relay
satellites.

The two satellites functions mentioned above (see

Figure 8), ground-to-ground relay and spacecraft-to-ground re-
lay, would not be performed by the same type of unit. Specilal
tracking and power capability are clearly needed in the latter,
since it must communicate with an orblting S/C and ground while
orbiting the earth itself. The ground-to-ground relay, on the
other hand, might simply be part of a common carrier network
rather than a NASA satellite.

Whether or not satellltes used as spacecraft-to-
ground relays would be warranted agalnst alternatives such as
using augmented remote ground stations with only periodic S/C

¥Main assumption -~ each synchronous satellite would have a
phased array antenna with 38 db gain (about equivalent to a 15
ft. parabolic dish), and 20 watts output power to earth.
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coverage is not clear. The concept certainly has enough poten-
tial advantages to warrant serious study. Of course, a hybrid
of these two basic schemes will also have to be studied.

IV. FLOW OF DATA ON THE GROUND

A. Background

The data management functions on the ground, subse-
quent to the launch of a long duration manned mission, will be
somewhat similar in nature to those done today for the Apollo
mission. The ground will recelve space vehicle (S/V) systems
data, biomedical data from the astronauts, tracking data from
tracking sites, voice data, and experiment data. In turn, data
and commands will be transmitted by voice and telemetry to the
S/V, and acquisition data will be transmitted to the tracking
network. These data are used for misslon control, experiment
control, and the evaluation of on-board scientific experiments.

The ground functions can be achieved only if a data
management network exists; a network that can route, store,
process, and generate data as needed. That this network will
be computer-based goes almost without sayling. This 1s presently
the case and will undoubtedly continue to be so. The initilal
gquestion is whether the present network will be adequate 1in the
light of the increased emphasis on experiment data, higher data
rates, increased total data, and the more stringent real time
processing requirements expected for long duration manned mis-
sions. And, 1if not adequate, what changes must be made in order
to produce an adequate network.

To answer these questions, the present ground network
will be described, the impact of long duration missions will be
discussed, and data flow diagrams for a possible advanced ground
management network which compensates for these impacts will be
presented.

B. The Present System

Figure 9 depicts the flow of data 1in the present
Manned Space Flight Network (MSFN). An orbiting S/V can send
telemetry to remote sltes at rates up to 200 Kb/s. This data
is recorded in bulk at the remote site. Selected samples of
the data are combined with site-generated tracking data for
immediate transmission to the Mission Control Center -- Houston
(MCC-H).
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The data samples are transmitted from a remote site
to a regional data-switching computer via 2.4 Kb/s hardwire
lines. The data-switching computer transmits the data to a
terminal in the Unilted States over voice-grade lines. The data
stream 1s then sent by commercial link to Goddard Space Flight
Center (GSFC), where it 1is formatted and forwarded with data
from other remote sites to the MCC-H via microwave relay at
40.8 Kb/s.

Data received by MCC-H is routed first to the Commun-
ications, Command, and Telemetry System (CCATS), which records
the data and routes it to the Real Time Computer Complex (RTCC)
The RTCC operates on the data, providing outputs which enable
flight controllers to determine spacecraft location, both
present and predicted, and mission status. Based on the outputs
of this processing, flight controllers issue commands to the S/V
and acquisition data to remote sites. These data are transmit-
ted by reversing the flow described above.

The data recorded in bulk at the remote sites is sent
to the Data Reduction Complex (DRC) at the Manned Spacecraft
Center (MSC) by airplane. Here the data are reduced and made
available for scientific and engineering evaluation.

In the launch phase, S/V telemetry and trackirig data
are recelved at Kennedy Spaceflight Center (KSC) by the Apollo
Launch Data System (ALDS) and the Central Instrumentation Facil-
ity (CIF), from the Eastern Test Range (ETR). The ETR computers
determine impact points, predict flight paths, and calculate pre-
liminary orbits. The CIF computers drive displays so that space
systems engineers can have "quick-look" access to S/V telemetry
data. The ALDS formats all data, and transmits it via 40.8 Kb/s
microwave relay and voice-grade hardwire to the MCC-H. This
data is processed in a manner similar to that for remote site
data transmitted from GSFC. Launch vehicle telemetry data are
also transmitted to MSFC where they are formatted and displayed
for launch vehicle engineers.

C. Considerations for Future Ground Systems

Increased data rates, new processing requirements,
higher data volumes, the locations of experimenters, and the
conduct of simultaneous missions are factors that must be con-
sidered in determining the required ground capability.

1. Increased Data Rates

Presently, anywhere from 1.6 - 200 Kb/s of telemetry
data are received from the S/V. In a Mars flyby mission, space-
craft data transmission rates of about 1 Mb/s are expected
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during most of the milssion. This means that unless the trans-
mission capabillity of the recelving sites is enhanced, the
percentage of real time data that can be sent to the MCC will
be much smaller than presently obtainable. The percentage be-
comes even smaller for a near-earth mission where spacecraft
transmilssion rates of from 1 to 20 Mb/s may occur, and where
there may be several simultaneous missions. The full impact
of this factor can be assessed by a determination of how much
data must be transferred immediately to the MCC, and how much
can be shipped at a later time, for example by airplane.

2. Processing Requlirements

Once the data stream is routed there remains the very
real problem of processing 1t for its intended use. 1In the
extreme case -- 1l.e., several simultaneous missions with a com-
bined data rate in the multi-megablt range, all of which must
be processed in real time -- the implications are staggering.
For example, take the enhancement of just one picture from a
Mars flyby vehicle. An extrapolation of the type of enhance-
ment processing under consideration for the Lunar Orbiter
photographs indicates that 1t would take something like 200
days on an IBM 7094 class computer to process one photograph
received from a Mars mission.® 1In the case of earth orbital
missions we may get the equivalent of twenty of these plctures
a day.

In order to determine the total processing require-
ments then, the followling questions must be answered:

a. How much need is there for near-real time en-
hancement, by digital computers, for the photo-
graphic data recelved during a mission?

b. What are the total processing requlrements for
the photographic data?

¥According to conversations with C. J. Byrne of Bellcomm,

the digital processing for 5 x 10° bits of Lunar Orbiter data
takes 5-15 minutes on an IBM 7094-ITI. This assumes enhance-
ment and processing of the type described in Reference 16.

Assuming an estimated 1010 bits for a high resolution

photo, the same type of processing would take:

1010 bits X 15 minutes n 200 days

5 x lO5 bits 1440 minutes/day
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Actually the questions could be generalized to ask,
what amounts of Class I and Class II data must be processed
during a mission, and can thls be done in a reasonable time
frame? Since pictures willl constitute the bulk of the data,
the answer to this question will depend on the amount and

types of plcture processing that must be done, both in real
time and off line.

3. Data Volume

The high data rates comblned with the long duration
of the mission will cause a tremendous volume of data to be
generated. TFor example, the 2-5 year earth orbital astronomy
mission with an average transmitted data rate of nearly 20 Mb/c

would produce a total of 6 x 1013 - 3 x 1042 bits received on the
ground. The data must be stored at various times in their process-
ing cycle. Presently, digital magnetic tapes are used as the main
storage medium. The large volume of data for the advanced

manned missions, however, necessitates other more efficient

storage media (see, for example, Table 3). Indications are

that by 1975 new storage techniques such as those listed in the
table will easily resolve the storage problems.

b, Location of Experimenters

It 1is anticipated that many more experimenters will
be assoclated with the long duration missions than are involved
in Apollo. Although it is too soon to determine the exact lo-
cation of the experimenters, it is safe to say that routing
data to them will be a major function of the ground system.

Some of the factors which influence the location of experimen-
ters are:

a. For Class I data an experimenter may need to be
located at the MCC so that he can be closely co-
ordinated with the mission controllers. He may
need access to a computational facility for near-
real time processing of experiment data and for
offline calculations.

b. Certain experimenters may find it convenient to
function at the MCC even 1f they are not directly
involved with Class I data. These experimenters
may have to be provided with consoles from which
they can retrieve and manipulate data.
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c. Other experimenters may find it difficult to leave
their regular working environment (for example,
university professors). The appropriate data will
have to be sent to them either by communication
line, by messenger, or by conventional mail.

It 1s anticipated that most of the data routing will be
provided by what will be existing common carrier communication
links. The most significant problem will be the coordination and
control of widely dispersed experimenters.

5. Simultaneous Missions

Currently, manned missions are run serially, or if in
parallel are closely coordinated with each other. However, the
long duration of advanced manned missions will probably cause

several diverse missions to be operatlonal at the same time.(l)

For example, it 1s entirely possible that an earth
orbital astronomy mission and an earth resources and meteorology
mission could overlap with each other and with shorter duration
experimental, training, and resupply missions. If so, the data
management network 1s faced with higher data rates and volumes,
and with the tasks of keeping the data separate and protected.
We may find that missions wlll be competing with each other for
communication links, equipment and personnel.

Consider for example the overlap between an operational
mission and a training exercise. In Apollo, training of flight
controllers takes as much or more equlipment than running a mis-
sion. It is not uncommon for both of the mission control rooms
to be tied up, one for controlling a mission, the other for train-
ing. One can predict from past experience that the demands on
equipment and personnel will increase with overlapping missions.
Therefore, conslideration will be directed toward the time sharing
of equipments, facilitiles, and personnel, to "protecting" the
data in one mission from the data in another, and to handling the
multi-megabit data transmission rates that may result,

D. A Possible Ground System

This section presents a feaslible ground system concept
to handle the reaquirements of advanced manned missions. The
system takes advantage of present techniques and equipments to
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The major features of this system concept are: the
utllization of synchronous communication satellites; the utili-
zation of new generation computers available in 1975: the
centralization of experiment data processing computers, these
providing services to experimenters both at the MCC and else-
where: and close coupling between experiments control and
mission control.

The concept 1is not presented as a recommendation, but
rather as a starting polnt for continuing studies. It is sim-
ply a feasible one which resolves many of the problems
considered in the previous sectlon. For example, the use of
1975 type computers and communication links resolve many of the
problems assoclated with handling and processing iInformation at
high data rates. The task of supplying remotely located experi-
menters with experiments data is anticipated to be well within
the cavabilities of future computers and commercial communica-
tions links. The volume of data should not greatly tax the
storage systems of 1975. Computers provide the degree of
flexibility required to handle diverse and simultaneous missions.
However, the full impact of simultaneous missions is not assessed
in the following discussion, which describes the flow of data for
a single mission. This is done for ease of discussion and in
recognition of the need for more detailed study in this area.

1. Communications

As mentloned in Section III, the communications network
(hereafter referred to as the "commnet") required to transmit
data from the earth-based receiving stations to their ultimate
users is a subject for further study. It is quite likely, how-
ever, that communications satellites will be used to some degree.

For the purposes of discussion we will assume a commnet
which utilizes communlications satellites in two ways as indicated
in Figure 8, depending on the relative location of the space
vehicle and the type of mlsslon involved. For earth orbiting
vehicles -- e.g., a S/V for an earth resources mission or a Mars
flyby S/V in an earth orbital phase -- data will be relayed
directly from the S/V to a communication satellite (if necessary)
and then to the MCC. Thils will provide essentially continuous
communications coverage and allow maximum transmission of data in
real time to the MCC. The MSFN sites will be used to track the
S/V and to provide a back-up communications 1link in the event of
fallures in the communication satellite system. 1In the case of
the interplanetary phases of a Mars flyby,data will be trans-
mitted from the S/V to one of the DSN stations, relayed from the
DSN to a communications satellite (if needed) and then relayed to
the MCC. The DSN sites, in addition to relaying the received
signals from the S/V to a communications satellite, will also
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strip off selected critical Class I data and volce data and
transmit them on existing earth-based links to the MCC. These
samples are used as back-up 1in case of a failure in the communi-
cations satellites. The back-up capability will exist both ways,
i.e., from MCC to sites as well as from the sites to the MCC.

For rellabllity, the ground stations in both systems
will also store all received data in raw form. Thus the ground
stations will have to have capabilities for selecting data and
storing data and will probably be computer-based.

Based on this concept of satellites and ground stations
it 1s logical to think of a centralized MCC, one which receives
all the data and routes them as required. For convenlence the
following discussion will assume such a center. It should be
emp%asized, however, that the assumption of centralization is
made to provide a convenient framework for discussion and is not
an endorsement of such a concept. Much of the discussion of data
flow and computer processing that follows 1s, in any case, common
to centralized or de-centralized concepts.

2. Data Flow at the MCC

Although it is too early in this study to identify the
exact routing of data within the MCC, some likely paths are shown
in Figure 10, which depicts the data flow for a single Mars flyby
mission. In this model the total stream of data is received from
satellite relays at a ground station in or near the control
center; for reliabillity a back-up stream of sampled portions of
critical data is received directly from the remote and DSN sites
via common carrier links. Both data streams are demodulated in
data "modems" (modulator-demodulator) and combined together at
point 1 of Figure 10.

The first major splitting of data occurs at point 1.
Here. picture data 1s stripped off and sent to point 2. The pic-
ture data 1s comprised of high quality photographs and lower
quality TV. That portion of the plcture data which is digital is
converted to analog at point 2. The TV data is spllt off at
point 2 and transmitted by closed circult to experimenters and
mission controllers, and selectively to the nation via the com-
mercial networks. All TV transmisslions are also stored on video
tape for later viewings. The higher resolution photographic data
are transmitted from point 2 to the experiment data archives for
storage.

Eventually they are retrieved from the archives for
viewing and analysis in the photo display system. Also, pre-
selected photos can be transmitted directly from polnt 2 to the
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photo display system for immediate viewing. An enhancement sys-
tem 1s provided, so that partlcularly interesting photographs
can be processed further to remove known noise effects. This
may be done by optical photographic processors or by digital
computers, or by some comblnation of both.¥ The capability is
also provided at point 2 to strip off pre-selected Class IT
photographic data for transmission by communication lines to
remotely located experimenters,

The second major division of data at distribution
point 1 is volce data. Volce data will be routed through a
voice system which is shown symbollically as a single box 1n
Figure 10, This system routes volce conversations between
astronauts, flight controllers and experimenters.

The third major divislion at point 1 contains space
vehicle telemetry, tracking data generated at the commnet, and
commnet status data. The data -- at rates estimated up to 200
Kb/s -- are transmitted to distribution point 3 where they are
split into two main streams, one containing experiment data,
the other containing mission status data.

Mission status data -- biomedical data, S/V systems
data, commnet status data, and S/V location data -- are sent to
distribution point 5. From there they are stored for future
reference and analysls 1n a data reduction analysils and process
ing center, where selected samples are forwarded tc the Mission
Status Processing Center (MSPC).¥*¥*¥ The MSPC operates upon the
data and provides outputs which indicate to flight controllers
the status of the vehicle and crew and the present and predicted
location of the S/V. It also generates acquisition data to
assist the tracking elements within the commnet. Flight con-
trollers communicate to the MSPC via consoles, and receilve
information via computer-driven displays. Certain flight con-
troller actions may result in the need to generate a command to
the S/V. Command requests are gathered at collection point 6
for evaluation and coordination by the mission controller. Once
approved the specific command 1s formatted in a command genera-
tor and transmitted to point 7, thence to the modem, and on to
the commnet for eventual transmission to the space vehicle.

*#Several non-digital enhancement schemes are discussed i1n
Reference 17. It 1is anticipated that analog-type methods as
perfected in 1975 will be faster and more economical than digi-
tal computers for certain types of enhancement.

¥%¥This is a function presently performed at the MSFN remote
sites to lighten the transmission load to MCC-H. In the pro-
posed system the same technique can be used to lighten the load
on the MSPC; the total data stream is available if more detalled
analysis 1s required.
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Consider the stream of experiment data split off at
distribution point 3. Since the picture data has already been
extracted, the peak experiment data rate 1s expected to be no
more than 100 Kb/s. Thesedata are transmitted to distribution
point 4 and thence to the experiments data archive. Portions
of the data can be extracted from the archive at any time by
interested experimenters. Facilitles are provided for the
transmission of Class II data from the archive to remotely lo-
cated experimenters; this to be done by existing common
carriers.

The Class I data is sent from point 4 to the Experi-
ment Data Processing Center (EDPC) for processing as required.
The outputs of this processing are analyzed by experimenters;
if warranted, commands to the experiment or the supporting
spacecraft systems, or supporting ground-based systems, are
generated. These commands are transmitted to collection point
6 where they are reviewed by the mission controller and coordi-
nated with other commands.

The commands are split into two main streams at point
6. S/V commands are sent to the command generator, are format-
ted, and from there are sent to the commnet for transmission to
the S/V. Ground commands, primarily voice commands enabling the
release of data, are transmitted to the appropriate destination.¥

It should be noted that there is a two way path of
information requests and replies between the EDPC and the MSPC.
For example, an experimenter can request information that 1s
generated in the MSPC, such as S/V location or orientation.
Also, a flight controller may request experiment status from the
EDPC.

3. Computer Processing in the MCC

The data network at the MCC utilizes three major com-
puter processing centers, one for data reduction and analysis,
another for mission status processing, and a third for experi-
ment data processing. This section summarizes the functions of
the three centers,

¥FExamples of "release commands"”" are: commands to transmit
TV from a library of tapes or commercial sources to the S/V;
commands to start, finish or modify a collateral ground experi-
ment.
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a.

The data reduction and analysis computer performs
offline reduction of engineering data receilved
from the space vehicle. These data aredisplayed «
for use by engineers responsible for the various
S/V systems.

The mission status computer operates in real time,

processing S/V systems data, tracking data, and
commnet status data. It:

(1) computes present S/V location;
(2) predicts future positions and orbits;

(3) generates acquisition data to assist tracking
stations;

(4) determines status of S/V and commnet systems;
(5) generates S/V commands;

(6) responds to flight controller requests and
displays information in response to these
requests;

(7) egenerates mission planning data for flight
controllers.

The experiment data processing computer operates
in near-real time on Class I experiment data, and
in non-real time on Class II and Class III data.
The computer:

(1) performs near-real time calculations re-
quired to "close a loop" in experiments
control;

(2) provides short term storage for Class I and
Class II data;

(3) provides digital processing for selected
pictures;

(4) provides mathematical processing services
for on-site experimenters;

(5) formats data for transmission to off-site
experimenters,
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E. Some Reasonable Alternatives

The ground system discussed in Sub-section D is pre-
dicated upon the use of communications satellites to relay all
the data from a S/V to the MCC. If this type of relay does not
exist -- 1.,e., if all data cannot be transmitted in real time
to a central point -- then other routing and processing systems
might be more reasonable. Even if all the data could be trans-
mitted to a central point, there are ways other than the method
described in Sub-section D to route and process the data on the
ground.

Let us consider first the implications of not utili-
zing communications satellites., It 1s probable in this case
that only the Class I data could be transmitted in real time
to the MCC, much as is done 1in Apollo. The remaining data would
be stored upon reception at the MSFN or DSN sites, and eventually
shipped by common carriers to the ultimate users. Segments of
the data could be sent directly from the sites to the appropriate
user. For example, photographic data could be stripped off at a
site and sent directly to a photographic processing center; S/V
status data could be stripped off and sent to the MCC; also,
experiment data could be stripped off and sent to an experiments
clearing house, or perhaps mailed direct to individual experi-
menters as appropriate. The potential advantage of such a system
i1s reduced costs because 1t takes advantage of many existing
facilities. 1Its major disadvantages are the potentially long
delays before data are delivered to their ultimate users, and the
lack of coordination inherent in sending data from many receiving
polnts to several users.

Now let us consider some of the alternatives that exist
even when all the data are transmitted in real time to the MCC.
The system described in Sub-sectlon D has extensive facilities
for experimenters on site at the MCC, including a special experi-
ments processing center. This does not have to be the case. For
example all experiments data except those which are Class I,
could be stripped off at the MCC ground station and distributed
in raw form by mail to the appropriate experimenters. Only the
Class I experiments data would then be processed at the MCC.

This method has an apparent cost advantage over the
system described in Sub-section D since extensive experimenter
facilities do not have to be provided at the MCC. The advantage
is only apparent because the facilitles may still have to be

provided elsewhere. A disadvantage 1s loss of coordination wilth ex-

perimenters. The method has an advantage over the non-satellite
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system previously discussed 1n that all data 1is stripped at a
central point, making it easler to control distributlion. The
disadvantage vis-a-vis the non-satelllte system 1s the cost of
developing the central ground station.

If detailed studies should lead one to accept the
system concept as described in Sub-section D, there are many
large scale tradeoffs that must be carefully considered. For
example, two separate processing functions -~ one for mission
status, the other for experiments -- were described. It 1s
not yet obvious whether these functions should be performed in
one computer system or in separate systems. Time sharing of a
single system may save hardware costs, but may introduce soft-
ware costs; a smaller number of computers may lncrease hardware
reliability but may also increase software complexity. This
tradeoff may be overshadowed by the relative need for experi-
ments processing. If the amount of Class I experiment data is
small compared to Class I mission control data, then the experi-
ment data could, perhaps, be handled with small difficulty in
the mission control computer system.

V. SUMMARY AND CONCLUSIONS

A. Data Flow in Space

Advanced manned missions will generate vast amounts
of data, mostly in the form of pictures. Generation rates in

the range 1-30 Mb/s, and total data in the range 107 - 1012
bits will be typical. Data willl be returned to earth by a com-
bination of transmission and physical return. Transmlssion
rates on the order of 1 Mb/s for a Mars flyby mission and 1-20
Mb/s for an earth orbital mission will probably be feasible 1n
the mid 70's. Real time TV may be deslred, and would require
approximately a 20 Mb/s capability. Since TV would be used
only sporadically, the same channel could be used and would be
large enough for other mission purposes.

If it is desired to maximize the number of bits
transmitted back to earth and minimize delays in thelr reaching
users, it will be necessary to maximize the length of periods
of communication with the earth. For low earth-orbital mis-
sions, the use of 3 or more synchronous tracking communications
satellites will be necessary for continuous coverage.
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Most data will be stored in the form of developed
pictures. Nevertheless, large electrical bulk memories will

also be required--about lO7 - 108 bits for computer programs

and tables, 10° - 10*% bits for other data storage.

Formal data compression techniques do not look prom-
ising for significantly reducing either storage or transmission
requirements. This results because the bulk of the data con-
sists of experiment photos with poorly known statistics or with
a high premium on saving new or unusual features. Data with
better known statistics more suited for data compression will
make up a relatively small part (< 10%) of the total data load.
The use of the crew for selecting pictures to be transmitted
will help somewhat. However, for the earth-orbital missions
studied, the crew could not look at all of the pictures taken,
and may themselves be constraints on what can be sent. A1l
aspects of photographlic data handling need detailed analysis.

It is apparent that advanced missions will require a
flexible and powerful data processing system on board. The de-
gree to which this system should be centralized or decentralized
is another important topic for further research.

B. Data Flow on the Ground

The data management functions on the ground will be
similar to those for Apollo. There will be, however, require-
ments for handling increased data rates and volumes, an increased
emphasis on the processing of experiments data, particularly pic-
ture data, and probably a requirement to process data from two
or more simultaneous missions. To more fully determine the
impact of these new requirements, estimates of the amount of
Class I data must be developed. Also, all types of picture
enhancement techniques and facilities should be investigated
since digital enhancement 1s not necessarily the most desirable.

The ground processing and routing concept depends
heavily upon how data are relayed from remotely located communi-
cations units to the ultimate users. Communicatlions satellites
could relay all transmitted data in real time to a central point.
If they are used, a centralized MCC for both mission status and
experiments data appears natural; if not, a decentralized system
somewhat along the lines of the present Apollo network would be
logical.
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Communications satellites will probably be used for
advanced manned missions. This projection is backed up somewhat
by the present plan to use communications satellites in early
Apollo missions to relay information from certain remote sites
to the MCC. Hence, a centralized MCC appears promising.

It is apparent that the major problems on the ground
are not those of technical feasibility but rather problems of
organlzation and efficient utilization. Except for the unlikely
possibility of having to enhance photographic data in real time,
there are no functions which appear to be beyond the capabilities
predicted for the computers and communications equlpments of the
mid-seventies. The technlcal planning required to achieve an
efficlent system and the assignment of responsibility to organi-
zations within NASA remain, as always, challenging problems.
Perhaps the most significant problem in this regard is planning
and organizing for the handling of simultaneous missions. The
requirements for such support will probably have a greater im-
pact on the ground data management system than any other single
factor. Multiple missions raise many questions, for example,
should a separate computer system be dedicated to each mission,
or should systems be time-shared amongst missions?

A matter of policy which should receive early study is
that of NASA's role 1in assisting experimenters. Should NASA
take on the responsibility of reducing data for experimenters,
or should it only provide a data stripping service? The answer
fo this question will greatly iInfluence the ground data flow
concept.
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ALDS
b/s
CCATS
CIF
DRC
DSN
EDPC
ER
ETR
GSFC
G&N
IP
Kb/s
KHz
KSC
Mb/s
MCC
MCC-H
MHz
MSC
MSFC
MSFN

MSPC

LIST OF ABBREVIATIONS

Apollo Launch Data System

Bits per Second

Communications, Command, and Telemetry System
Central Instrumentation Facility
Data Reduction Complex

Deep Space Network

Experiment Data Processing Center
Entropy Reducing

Eastern Test Range

Goddard Space Flight Center
Guidance & Navigation
Information Preserving

Kilobits per Second

Kilohertz

Kennedy Space Center

Megabits per Second

Mission Control Center

Mission Control Center - Houston
Megahertz

Manned Spacecraft Center

Manned Space Flight Center
Manned Space Flight Network

Mission Status Processing Center
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List of Abbreviations

RF - Radlo Frequency

RTCC - Real Time Computer Complex

S/C - Spacecraft

S/V - Space Vehicle - the spacecraft plus any or all

propulsion stages.

™V - Television
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APPENDIX A

Computations for

Earth Orbital Earth Resources and Meteorology Mission

Bits per Picture Calculations

Assumptions:
1. Sixteen 90-minute orbits/day
2. Average length photographed 1is 1,000 NM
3. Picture coverage overlaps 20%

4, 1 picture/second is the fastest single camera plcture-
taking rate.

. Using the camera coverage listed 1in column 2, Table
A-1, and assumptions 1 and Y4 above, it follows that the 38" and
16" cameras are time limited to 200 pictures/trial, since the
targeting time over a given 1,000 NM strip is about 200 seconds.*
From assumptions 2 and 3 it follows that the 6" camera will take
17 shots/1,000 miles (or trial), the multispectral camera 7
shots/trial, the panoramic 59 shots/trial and the radars 50
shots/trial. For example, for the 6" camera, 75 miles coverage/
picture, reduced by 20% overlap = 60 miles coverage/picture.
légogiTigsgigiﬁii = 17 pictures/trial. The other pictures per

trial are calculated similarly, to produce column 8, Table A-1.

Knowing the ground resolutions and area coverage of
each camera from columns 1 and 2 of Table A-1l, one can calculate

the number of picture resolution elements as plcture coverage area

(resolution elements)2
Then, assuming 6 samples to define each resolution element, and

6 bits of coding (64 grey shades) per sample, the blits per plcture
i1s given by:

1,000 miles X 90 min x 60 seconds
25,000 miles/orbit orbit minute

*Targeting Time =

~ 200 seconds.
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Bits/picture = plcture coverage area x 6 x 6.
(resolution elements)

Example 1: High Resolution 38" Camera

2
Picture elements = (6080 £t) = 3.7 X 107

(1 £t)°

Samples/picture = 6 x 3.7 x 100 = 2.2 x 108

Bits/picture = 6 x 2.2 x 108 = 1.3 x 109

Bits/trial for Table 6 were obtained by multiplying the number
of pictures/trial (column 8, Table A-1) and the number of bits/
picture (column 5, Table A-1) for a glven camera or imager.

Pounds of Film/Trial Calculations

Assumptions:(lB)

1. Film base plus gelatin is 0.005" thick (= 0.0127 cm)

2. Specific gravity of film base plus gelatin = 1.5

Consider a 9" x 9" negative. (9" = 23 cm)

Area of negative = (23 cm)2 = 5l9g cm2.

2

Volume = 549 em® x 0.0127 cm = 6.59 cmS.

Weight of negative = 6.59 cm3 x 1.5 gm/cm3 = 10.45 gm/negative.

Since 1 1b = 453.6 gm., it follows that 10.45 gm/negative
= 0.023 1lb/negative, or 43.5 negatives/lb.

The number of pictures/lb for other film sizes was calculated
similarly, producing column 7 of Table A-1. Then, pounds of
film/trial is simply column 8/column 7.
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APPENDIX B

Data Generation Estimates for S/C Systems & Crew

S/C Systems - Sampling rates for Apollo ACE measure-
ments were determined system by system from an early Apollo
mission measurements list. Since test points decrease as more
missions are undertaken, the total samples taken were decreased
by thirty percent to allow for this. It was assumed that "ACE"
points for an advanced spacecraft would increase by a factor
of four, as per Reference 4, and that data samples would
correspondingly increase. For an inflight checkout, as opposed
to total "ACE" measurements, 1t was assumed that one fourth of
these points would be used with corresponding decrease 1in

samples. These steps applied to each subsystem gave the results
listed in Table B-1.

Crew - Discussions within Bellcomm led to the concept
that a routine checkout of an astronaut might involve the four
measurements listed in Table B-1l. Sampling rates were taken from
Reference 19. These measurements would probably not be taken
simultaneously, and individual crew members would not be checked
simultaneously. Thus the 20 Kb rate is taken as a maximum.
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APPENDIX C

Earth Orbital Astronomy Mission

The data generation characteristics of the selected
group of instruments for an extended earth orbital astronomy
mission were presented in Table 7. The data rates and typical
dally data volumes quotes are crude estimates made primarily
for the purposes of identifying significant data handling pro-
blems which could arise in the support of such missions. The
following comments on the tabular quantities are noteworthy:

Data Rates - The data rates given are to be taken as
typical for the instrument and will vary with the requirements
of individual experiments. Total volume is sensitive to plcture
repetition rate which may vary radically. In general, solar
observations potentially produce maximum data rates since ex-
posure times of 1/2 sec are feasible for extended continuous
Observation periods.

Dally Collection Time - Duration estimates reflect
fast acquisition for solar targets and slow acquisition for
stellar targets. Duration will be sensitive to the type of
experiment as well. Continuous sun monitoring, for example,
might be required.

Photographic Bit Densities - Total bits/plicture are
very sensitive to optical resolution factors, film size, objec-

tive of experiment,etc. A range of from 108 to 1010 bits per

picture or bits per spectrogram has been used. This may be off
by as much as an order of magnitude at either end.




GENERATION
DATA SOURCES

MAXIMUM
GENERATION
RATES (KB/S)

AVERAGE
GENERATION
RATES (KB/S)

MARS FLYBY MISSION

o!| (540 DAYS AT AND POST ENCOUNTER) 50,000,000 2,000

I

I

<‘

= | EARTH ORBITAL MISSION - EARTH RESOURCES 2

Q| (ONE YEAR) 0,000,000 30,000

'6,

Z | EARTH ORBITAL MISSION - ASTRONOMY

a 5,000,000 -
(ONE YEAR) . 1,000 - 30,000
PRIME EXPERIMENT DATA 50 -100 5-10
CREW STATUS DATA 20 _ 0-0.1

+ + .

U VOICE 30/LINE

5:-.

oo

<

'] S/C SYSTEMS 50 - 100 5-10

O

[

O

I

%

Z | TV TO EARTH 20, 000 ?

y4
MANNED SUPPORT S/C'S <50 ?
MARS PROBES 3,000 - 30,000 - 3,000 - 30,000

TABLE 1

SUMMARY OF DATA RATEIESTIMATES

DEC. 31, 1966
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REMOTE SENSING EXPERIMENTS

PRIME SENSOR MAX DATA/FIIM RATE AGRICULTURE/FORESTRY
(U.8.4.)

© | Photographic Camera (38" 1lens) 0,025 1b/trial X X X

E Photographic Camera (16" lens) 0.50 1b/trial X X X X X

& | Photographic Camera (6" lens) 0.32 1b/trial X

8 Panoramic Camera (L4.3" lens) 1,00 1b/trial X X X X X

% Multispectral Camera (2" lens) 0.167 1b/trial X X X X X X
Synthetic Aperture Radar (10 gc) 0.233 1b/trial X X X X X

E Synthetic Aperture Radar (2 gc)  0.233 1b/trial X

;ﬂ Synthetic Aperture Radar (0.5 gc) 0.233 lb/trial X X X X

£ [Microwave Ragiometer 720 b/sec X

g 2-Channel Reflectometer 1 ¥b/sec X
Conical Scan Radiometer 20 kb/sec i
Microwave Altimeter 4O kb/sec

a

& | IR Scanner/Radiometer 40 kb/sec X X X X

E IR Radiometer 19 kb/sec

= | IR Spectrometer 19 kb/sec X X X X !

E Visible Spectrometer 1.5 kb/sec X X X -

E Photometer 10 b/sec ,/

vy | Laser Altimeter 100 b/sec. X X X

; Pyreheliometer 10 b/sec
Data Rate, kb/sec (non-film) 20.6 [20.6 120.6 | 40 19.7 1 1 Lo 4o ko ko
Number of Experiment Trials 50 30 50 15 15 50 L5 80 50 20
Experiment Trial Duration, minutes (set-up, etc.) [65 €0 Lo 70 Lo 50 35 50 65 Lo
Duration of Primary Sensor Usage, minutes 5 5 5 5 5 5 5 S 13 S
Experiment Film Usage Rate, lbs/trial 1.7 2.1 1.7 1.7 1.2 2.4 0. 0.5 1.5
Experiment Total Film Requirement, 1lbs 83 6L 83 25 17 118 32 Lo 75 Z—G
Experiment Photographic Bits/Trial (x 10710) 127 | 103" 127 | 103 | 127 |03 127 3 |u3 |67
Total Experiment Photographic Bits (x 10-12) 63.5 1 30.9 1] 63.5] 15.5] 19.1} 51.5} 41. 2.4 21511

|
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GEOLOGY/HYDROLOGY OCEANOGRAPHY /MARTNE TECHNOLOGY
(U.S.A,/PACTFIC) (U.S.A./ATTANTIC)
X X X X X X X X
X X X X X X X
X
X X X X X X X X X X X
X X X X X X X X X X X
X X X X X X X X
X X X
X X
X
X X X
X
X X X X X X X X X X X X X
X X X X X
X X X
X X X X X
b |40.1 |io 0.1 [40.1 ] 60.5 || 80 [60.5[50.7 lo |79 [e1.2f1.1 | ko [so.1]uo
80 20 20 80 60 80 30 30 30 30 30 30 15 15 14 30
50 Lo 60 50 70 70 70 65 65 80 80 70 60 60 55 L5
& 5 3 8 8 10 8 5 5 10 10 38 5 5 5 5
010.3 0.3 |0.9 1.7 1.7 | 0.9 0.2 | 1.2 1.7 1.2 ) 1.2 | 1.7 L1171 1.2 .
.5125.6] 5.2 |18 132.6 199.5 1132.6 || 6 36 51 36 36 51 36 26 17 57
32 |27 53 437 | 43 63 |87 |1e7 | 103 {100 ;127 |127 |1037|103 [127 {127
3.4{25.6] 5.4 [10.6 |34.4 |25.8 | s0.4 26 (38 |31 [30 |38 [38 [15.5[15.5(17.8]38

TABLE 6
EARTH RESOURCES AND METEOROLOGY MISSION DATA COMPILATION |
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GEOGRAPHY ATMOSPHERIC SCIENCE & TECHNOLOGY
(U.5.A.) (U.s.4,)
X X
X X X X X
X X X
X X X X X X X X
X X X X X X
X X X X
X X X X
X X X X
X X X
X X X X
X X X X X X x| x| x X X
X
b'e X X X
X X X
X
X
X
41 40,1} 41 41 60 |4 |l19 {40 p2.5bo | 61.2| 19460.5
50 14 |50 50 1 |30 45 |45 |45 |bs | L5 L5 L5
60 60 60 65 85 |60 70 |70 70 |65 125 65 {70
5 5 5 8 5 5 8 18 818 50 018
1.7 | 1.2] 2.4 2. | 1.5 2.4 - | 0.3 - |0.9] 1.3 -1 1.3
85 |17 peo 120 21 |72 - | -l |59 - |59 ||L* 2000 lbs.
130 |127 103 |103 43 1103 - 132 - |60 72 - |72
65 T7.8{51.5(51.5] 6 | 31| - |1b.a] - | 27 | 32.8] - |32.u4 v 10%° bits

DEC. 31, 1966
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FIGURE 1 - FUNCTIONAL DIVISION OF SPACECRAFT DATA FLOW

DEC. 31!, 1966
CREW
EXPERIMENT
_SUPPORT
SYSTEMS “
] - UP-DATA < —
v < SYSTEM
DATA
MISSION PROCESSING —_—— ANV
EXPERIMENTAL > AND
SYSTEMS CONTROL -~ ANA—
SYSTEM
T N _ DOWN-DATA
| > SYSTEM N
SPACECRAFT Y
SYSTEMS
STORAGE
GENERATION MANAGEMENT COMMUN | CAT10NS
FIGURE 2 -HARDWARE DIVISION OF SPACECRAFT DATA FLOW
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WORK LOAD (HOURS / DAY)

100

50

-57~

— 100% TOTAL CREW TIME- — — —
(9 MEN @ 8 HRS / DAY)

__‘.50%__ —_

y4

0

5 0. 30 50
ANALYSIS TIME PER PICTURE (MINUTES)

DEC. 31, 1966

FIGURE 5 — CREW WORK LOAD FOR PICTURE ANALYSIS
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MICROWAVE SENSOR GROUP

10Gc RADAR 2.0 Ge RADAR 0.5 Gc RADAR
SYNTHETIC SYNTHETIC SYNTHET1C Mot REF e
APERTURE APERTURE APERTURE
o ] | 720b Kb
[ ———
RADAR
PICTURE {
TRANSDUCER __Q
f FILM YOKb 20Kb 20Kb
i PROCESSING
| /R SCANNER/ /R 1/R
EARTH RESUPPLY RADIOMETER RAD | OMETER SPECTROMETER
FILM
STOR
EARTH RETURN
| INFRA-RED SENSOR GROUP
FILM
SCANNERS
A | R | S | R | G | D | G | RS |
PHOTOGRAPH 1C PHOTOGRAPHIC PHOTOGRAPH1C PANORAMIC MULT I SPECTRAL
CAMERA CAMERA CAMERA CAMERA CAMERA
38" LENS 16" LENS 6" LENS 4.3" LENS 2" LENS
0.03 Ib./trial 0.5 Ib./trial 0.3 1b./trial 1.0 1b./trial 0.2 1b.[trial
PHOTOGRAPHIC SENSOR GROUP
CENTRAL
TIMING
—
y 4
. 4
>\ Cot
‘VA\—
40Kb 10Kb 3Kb iKb 10Kb 6Kb
ANCE CREW
ATTITUDE GU'E ¢ s/c ENVIRONMENTAL CREW ELECTRICAL \
CONTROL NAVIGATION STRUCTURES CONTROL TRAINER POWER

KEY:

1) D = MISSION PECULIAR EXPERIMENTAL DATA SOURCE
2) Q = MISSION SUPPORT EQUYPMENT

3) D = §/C SYSTEM DATA SOURCE

4} = SUPPORT EXPERIMENTS BUT IS NORMALLY PRESENT
§) f = FILM

6) b = MAX BITS PER SECOND

FIGURE 6 ON-B

(Manned Earth Orbital Space Statio



! 10Gc CONICAL R
| SCAN ALTIMETER
| RADIOMETER
[
j [ 2ox5 4OKE
‘II-
sional ) VIDEO v
DITIONING Jo— STORAGE RECEIVER
ST | B | S )
1.5Kb 10b 10b 100b l 4-20Mb e
VISIBLE VISIBLE LASER
SPECTROMETER PHOTOMETER SPECTROMETER ALTIMETER

VISIBLE LIGHT SENSOR GROUP

- UP DATA

SYSTEM
_ y FROM EARTH
HECKOUT - ATA ROUTINGR\ e AN\ s
and and 1
ONTROL DATA PROCESSING
YSTEM / SYSTEM ANN-

Y L TO EARTH
MANUAL ACTIONS

! DOWN DATA

SYSTEM

DIGITAL
STORAGE

i
! 4Mc 100Kc
SIGNAL  \ 100Kb
DITIONING / —— | e

161 TAL
: . TRA:KING

ANALOG

20Kb STORAGE RANGING
60Kb

} SYSTEMS

DEC. 3, 1966

OARD DATA FLOW

» — Earth Resources and Meteorology Mission)
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| | Kbs DIRECT TRANSMISSION
i TO EARTH

| Mbs TO EARTH
~ — -

‘ 3 Kbs - 30 Mbs
DATA HANDLING
SYSTEM MANNED
MODULE
| 50 - 80 Kbs
\
: 1013 - 10'¥ BITS IN
* ONE HOUR AT ENCOUNTER
; ON~BOARD SPACECRAFT
! EXPERIMENTS SYSTEM &
CREW
E
|
| -
|
\
|
i
| 10 Kbs TO EARTH
I------------_-----------#
PRIME FLOW AT ENCOUNTER
| Kbs DIRECT TRANSM1SSION smwmms  ALTERNATE ROUTING
TO EARTH
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\\\
———— SPACE VEHICLE >—
T
COMMANDS
:--------------1
1
2 (1 i
DATA I‘ COMPUTER 1
SWITCHING  |ee |
COMPUTER | : 1,2 ]
i
b revore siTEs 4 I
l----—-----—---‘
TELEPHONE APOL
LINE e 1 : :
ERMINAL >
T Y # H COMPUTER i i
» 2 i : I
\ 1
» HGODDARD SPACE i

ALL DATA #

B FLIGHT CENTER

-I-----J

BY AIRPLANE
»

TELEMETRY
» |2 AND
p TRACKING
r-------1’ -------------------I- ---7--
A
! ATA (1 : ‘
i D I < COMMUN | CAT1 ONS
I REDUCTION | i Fraraill COMMAND
- COMPUTERS - I CoMPuTE 2 AND TELEMETRY
> SYSTEM
| 1 |
1 Y ] |
i DATA i I
i EVALUAT I ON 1 i
i COMPUTERS 1 1
i | 1 DISPLAY
i 1 1 : CONSOLES
: SCIENTIFIC : i
EVALUAT [ ON

1 | 1
I DATA REDUCTION I -
1 COMPLEX I i MISSION CONTROL CENTER-HOUSTON
L L

--------' N S S N BN ENS GEE BN Y SEN NN T BN S BEN BEN UEN I B B D BER S W ..
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DATA STREAM
———

DSN
SITES

—62-/-

(2)

TO REMOTELY
EXPERIMENTERS

v
ACQ
(7)
UP-LINK
TOTAL DATA STREAM
FROM S/V
MODEM -
TRACK ING,
COMMNET
TLM, VOICE, STATUS
TRACKING DATA,
COMMNET
STATUS
SAMPLED TR, ST
MY, TR,ST [ (1) NON-PICTURE TLM
MODEM ™1 DOWN-LINK (3)
NON-P | CTURE
EXPERIMENT
DATA
PICTURE
DATA PHOTO > PHOTO
DISPLAY ENHANCEMENT |t — — — — —_
SYSTEM | FACILITY
SELECTED ~ .
PHOTO =~ ot ity
DATA ~ DDA\ .
S
=~ EXP
PH
OTng‘PHlC DATA
TA ARCHIVES
™
v 1 |
REQUESTS | | DATA
CLASS 11 EXPERIMENTERS
PHOTO
DATA
REAL-TIME
DISPLAY
FOR
EXPERIMENTERS
/
/
¥
DISTRIBUTION
TO TELEVISION
NETWORKS FIGURE 10 — DATA FIi
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YSITION DATA, S/V COMMANDS, EXP. COMMANDS
\ VOICE (FROM THE GROUND) t
ASTRONAUT VOICE A
A
Y
COMMAND
FLIGHT DISPLAY VOICE GENERATOR OTHER
‘ CONTROLLERS SYSTEM AND T tte
FORMATTER .
! REQUESTS I y y
VO ICE I VOICE
S/V TLM \ :
TR, ST MISSION STATUS FLIGHT EXPER IMENTERS
{s) > PROCESS ING CONTROLLER | TER
/ CENTER |
‘ ACQUISITION DATA
\ \ S/V COMMANDS /" | 550N DIRECTOR
SV TLM COORDIRATION ACQUISITION DATA
TR, ST S/V COMMANDS
/ EXP. COMMANDS
/
/
REQUESTS, | REQUESTS
REQUESTS _[paTa REDUCTION MISSION | X DATA
MISSION AND DATA
STATYS DATA ANALYSIS N—
ARCHIVE J_ _DATA PROCESSING
CENTER
RELEASE COMMANDS
Y EXPERIMENT
| PHOTO DATA COMMANDS
—_——— e, — e ———— -]
| EXPER IMENT
CLASS | EXP. DATA DATA
‘ PROCESSING KEY
CENTER
EXP. EXPER |MENT(ER)
CLASS 11 EXP. MODE MODULATOR-DEMODULATOR
I DATA ST COMMNET STATUS DATA
| s/v SPACE VEHICLE
\ REQUESTS TLM TELEMETRY DATA
DATA FROM R TRACKING DATA
gms i, COLLATERAL v TELEVISION
(FROM EXPERIMENTERS DISPLAY EXPERIMENTS v VOICE
ARCHIVES)

DISTRIBUTION OF
CLASS || DATA TO
REMOTELY LOCATED
EXPER IMENTERS BY
DATA LINES

OW AT THE MISSION CONTROL CENTER
(ADVANCED MANNED MISSION)
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